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Abstract

Herein we present a study dealing with

the linking of the two multilingual and

multimedia resources BabelNet and IMA-

GACT, which seeks to connect the videos

contained in the IMAGACT Ontology of

Actions with related verb entries in Babel-

Net. The linking experiment is based on an

algorithm that exploits the lexical informa-

tion of the two resources and preliminary

results show that is possible to achieve ex-

tensive linking between the two. This link-

age is highly desirable for both of the re-

sources as the BabelNet verbal entries may

be enriched with the visual representations

found in IMAGACT and the IMAGACT

ontology can be connected to the BabelNet

semantic network. A connection between

the two resources yields a knowledge base

that may be exploited for complex tasks

such as reference disambiguation and the

automatic or assisted translation of both

verbs and sentences which refer to actions.

1 Introduction

Ontologies are widely used to represent lan-

guage resources on the web and allow them to

be exploited within natural language processing

tasks. The availability of formal representation

languages like RDF and the growing development

of top-level ontologies like lemon (McCrae et al.,

2011) are leading toward a unified method for

publishing lexico-semantic resources as open data.

Following in this direction, the Linguistic Linked

Open Data Cloud (Chiarcos et al., 2011) presently

collects more than 500 language resources in RDF.

Data interconnection is a fundamental aspect of

natural language processing, as evidenced by the

increasing research into mapping and linking tech-

niques among ontologies (Otero-Cerdeira et al.,

2015). Among the challenges to be overcome are

differences between the resources, which are usu-

ally built using their own individual criteria, and

growing language datasets, which necessitate au-

tomatic procedures since manual approaches are

costly and unscalable (Siemoneit et al., 2015). In-

stance matching techniques play an important role

in this context, because they provide a way to link

resources without having to map ontological enti-

ties (Castano et al., 2008; Nath et al., 2014).

This paper presents a linking hypothesis be-

tween BabelNet (Navigli and Ponzetto, 2012a)

and IMAGACT (Moneglia et al., 2014a), two mul-

tilanguage and multimedia resources both suitable

for automatic translation and disambiguation tasks

(Moro and Navigli, 2015; Russo et al., 2013; Mon-

eglia, 2014). In contrast with previous attempts to

map IMAGACT and WordNet (De Felice et al.,

2014; Bartolini et al., 2014), we propose switch-

ing to a multilingual viewpoint and implementing

light linking between the resources as opposed to

a full-scale mapping. This seems to be a more

fruitful approach, especially considering the dif-

ferences between a wide-ranging knowledge base

such as BabelNet and a specific action ontology

like IMAGACT, which aren’t very compatibile in

terms of the definition concepts (Gregori, 2016).

2 Resources

2.1 BabelNet

BabelNet1 is a multilingual semantic network cre-

ated from the mapping together of two of the most

important web resources available: the WordNet

thesaurus and the Wikipedia enciclopedia. At

present, BabelNet 3.5 contains 272 languages and

is among the widest multilingual resources avail-

able for semantic disambiguation. Semantic and

encyclopedic data have been grouped together and

linked by way of an automatic mapping algorithm

1http://babelnet.org



so as to create a dictionary with a wealth of in-

formation and a dense network of semantic rela-

tions. Concepts and entities are represented by Ba-

belSynsets (BS), extensions of WordNet synsets:

a BS is a unitary concept identified by seman-

tic features, glosses and usage examples and lem-

mas in different languages refer to it. Babel-

Net has grown much in the past 3 years and re-

ceived large contributions from its mapping to-

gether with resources such as ImageNet, GeoN-

ames, and OmegaWiki (along with many others),

which increased its information beyond just the

lexical data and produced a wide-ranging, multi-

media knowledge base.

2.2 IMAGACT

IMAGACT2 is a visual ontology of action devel-

oped within the Italian PAR/FAS 2007-2013 Pro-

gram that provides an image-based translation and

disambiguation framework for general verbs in 4

languages: Italian, English, Chinese, and Spanish.

The database has been evolving under the MOD-

ELACT Project3 (Futuro in Ricerca 2012) since its

first release and at present contains 9 fully-mapped

languages and 13 which are underway (Moneglia

et al., 2014b). The resource is built on an ontology

containing a fine-grained categorization of action

concepts, each represented by one or more action

prototypes in 3D animation format. IMAGACT

currently contains 1,010 scenes which encompass

the action concepts most commonly referred to in

everyday language usage. The data is derived from

the detailed annotation of verb occurrences taken

from spoken corpora (Moneglia et al., 2012).

The links between the verbs and video scenes

are based on local equivalences between different

verbs within a context expressed by a scene (i.e.

the ability of the different verbs to describe the

same action, visualised in the scene). Each con-

cept is represented by one or more scenes: specific

concepts categorize pragmatically similar actions

and can be identified by a single prototype, while

general concepts cover a wider variety of actions

and require a family of prototypes to be clearly ex-

pressed. These visual representations convey the

action information in a cross-linguistic environ-

ment and the IMAGACT ontology may thus be

exploited for reference disambiguation, being of

particular use in automatic and assisted translation

2http://www.imagact.it
3http://modelact.lablita.it/

tasks (Panunzi et al., 2014).

3 Linking experiment

The aim of this experiment is to link the IMA-

GACT video scenes to the BabelNet interlinguis-

tic concepts (BabelSynsets). In fact, the BabelNet

objects are already enriched with visual informa-

tion, though this information contains static im-

ages only which are usually inadequate for repre-

senting action concepts. In this way, adding video

scenes to the verbs is very desirable and would

suggest itself as a natural extension of BabelNet.

IMAGACT, similarly, stands to increase and im-

prove its lexical information by acquiring the lem-

mas connected to the Babel synsets.

The linking process is based on an algorithm

that exploits the lexical information of the two re-

sources. It performs a comparison between the

BabelNet semantic network and the IMAGACT

ontology so as to automatically identify the IMA-

GACT action scenes that may serve as adequate

prototypes for the corresponding Babel synsets4.

Table 1 reports on the 17 languages common to

both BabelNet and IMAGACT, detailing the rela-

tive number of verbs in each, and constitutes the

quantitative data on which a matching algorithm

may be run.

3.1 The test set

A manually annotated dataset of 25 scenes and 30

Babel synsets (750 judgments) was created in or-

der to test the algorithm and evaluate the results.

Both the scenes and the Babel synsets belong to

the semantic variation of 7 English verbs, all of

which have marked ambiguity and high frequency

in the language usage: put, move, take, insert,

press, give and strike.

To obtain a representative sampling we needed

to consider some relevant aspects regarding the

number of relations between the verbs and the

scenes. First of all, since we are dealing with a still

developing ontology the languages in IMAGACT

are not all represented equally, and the same is true

of BabelNet: essentially, we have a different num-

ber of verbs belonging to each language (see Table

1). Then, the number of verbs that can be used to

refer to an action within a language is highly de-

pendent on the action itself: some scenes can be

described by several verbs and are highly linked,

4This test is based on BabelNet 3.0; the data was extracted
using the Java API (Navigli and Ponzetto, 2012b)



Language BN Verbs IM Verbs

English (EN) 29,738 1,299

Polish (PL) 9,660 1,145

Chinese (ZH) 9,507 1,171

Italian (IT) 6,686 1,100

Spanish (ES) 6,159 736

Russian (RU) 4,975 36

Portuguese (PT) 4,624 776

Arabian (AR) 4,216 331

German (DE) 3,754 992

Norwegian (NO) 1,729 115

Danish (DA) 1,685 588

Hebrew (HE) 1,647 162

Serbian (SR) 858 1,178

Hindi (HI) 831 220

Urdu (UR) 233 83

Sanskrit (SA) 33 225

Oriya (OR) 6 178

Total 86,435 10,481

Table 1: The 17 shared languages of BabelNet

(BN) and IMAGACT (IM) with verbal lemma

counts.

while other scenes offer much lower predication

possibilities. Lastly, since each language catego-

rizes the action space in its own way, the same

action may be referred to by many verbs in one

language and by just a few in another.

By taking these aspects into account we used

a sampling strategy that preserved the numeric

variability of the verb-to-scene relations; the sam-

ples were randomly selected with this constraint in

mind. We had a similar quantitative discrepancy

for the verb-to-BS relations and we used a similar

sampling strategy to select the 30 BS candidates.

Each 〈BS,Scene〉 pair has been evaluated to

check if the scene is appropriate in represent-

ing the BS. Three annotators compiled the binary

judgment table and we reported the values shared

by at least 2 of 3. The measured Fleiss’ kappa

inter-rater agreement for this task was 0.76 5.

A bigger test set is currently being created in

order to fine tune the parameters and increase the

algorithm’s accuracy, at which point it will be run

on all 1,010 IMAGACT scenes.

5The annotated test set is published at http://bit.
ly/1MtZqB9

3.2 Algorithms

The basic algorithm that we used for this experi-

ment is based on a function that compares a scene

with a BS and calculates the frequency whereby

the verbs connected to the scene belong the the BS

too. The set of candidates are all the possible BS

for each verb connected to the scene.

Algorithm 1 Basic algorithm

1: s: input scene

2: V : set of verbs linked to s in IMAGACT

3: List〈BabelSynset〉 LS: empty list

4: for each vi in V

5: List〈BabelSynset〉 Syn = list of BS con-

nected to vi
6: add Syn to LS

7: List〈BabelSynset〉 FLS = freqList(LS)
8: Connect s to the first n BabelSynset in FLS

The freqList function computes the frequency

list of the BSs in LS and sorts them according to

the most frequent.

Starting from this basic linking algorithm, we

implemented an improved version of it, in which

the BabelNet semantic network is exploited: this

allowed us to also consider the BSs that are se-

mantically related to the target one. We defined a

recursive function w that weights the impacts of

the BSs that are connected to the main one.

Given S the set of BSs, s0 ∈ S directly con-

nected to the verb, and s′, s′′ ∈ S connected

through a relation r ∈ R, we defined a function

w : S → [0, 1] so that

• w(s0) = freq(s0)

• w(s′′) = w(s′) · c · p(r)

where

• freq computes the BS frequency as in the ba-

sic algorithm;

• R is the set of relations between the verbal

BSs;

• p(rel) : R → [0, 1] is a function that assigns

a different weight to each relation R;

• c ∈ [0, 1] is a coefficient that decreases the

weight when the distance from the main node

increases.



Using this metric we are able to tune the impact

of the different BabelNet semantic relations. In

fact, we proved that some of them are very relevant

for this task while others convey non-pertinent in-

formation and should be excluded. Table 2 shows

the list of relations between the verbal BSs and

their relevance values, measured with Information

Gain on the annotated dataset.

BabelNet relations IG value

Hyponym 0.135

Also See 0.050

Hypernym 0.041

Verb Group 0.039

Entailment 0.009

Gloss Related 0.000

Antonym 0.000

Cause 0.000

Table 2: Relations between verbal BSs.

3.3 Results

The 2 algorithms were run on the test set and the

accuracy of the first n in selecting the BSs for the

scenes was verified. Table 3 gives a result sum-

mary, while the complete result set is available at

http://bit.ly/1MtZqB9.

Basic Alg. Improved Alg.

% corr. (n = 1) 100% 100%

% corr. (n = 2) 84% 88%

% corr. (n = 3) 76% 83%

Table 3: Percentage of correct assignments of BSs

to scenes for the 2 algorithms with different n val-

ues.

In both algorithms the first selected BS is al-

ways correct. The results worsen by increasing

the value of n while at the same time the quali-

tative gap between the 2 algorithms increases: this

proves that the information conveyed by the neigh-

boring nodes in the semantic graph is relevant to

this task.

4 What’s next

The results obtained with this first linking ex-

periment between IMAGACT and BabelNet are

promising and we are building a bigger test set in

order to fine-tune the parameters. Running the al-

gorithm on the whole set of scenes is an impor-

tant step; in particular we need to better estimate

the impact of each BabelNet relation (p(rel) func-

tion) and the impact of the neighboring nodes (c

coefficient).

At present the number of BSs that one scene is

going to be linked to (the n parameter of the al-

gorithm) is fixed for every scene. Considering the

high numeric difference in verb reference possi-

bilities in an inter-linguistic context (see 3.1), this

approach is not appropriate. Instead we need to

determine a threshold for the weighting function

that can be used to decide if the similarity score of

each pair 〈BS,Scene〉 is enough to establish a link.

Finally, we feel it important to note that this

procedure is scalable and the algorithm’s accuracy

should naturally increase with growth in IMA-

GACT’s languages and lemmas, since the match-

ing strategy is based on overlap between lexical

entries.
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