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Alignment Problems 

1. The source and target documents are not the same version: 

 •  Additional text added to the source document 

 •  Text may have been removed or changed 

 •  Text may have been reordered and/or moved  

2. Unconstrained translation 

 •  Sentences may be omitted 

 •  Multiple sentences may be rendered as one sentence 

 •  A single sentence may be translated as multiple sentences 

 •  Complete paragraphs may be ‘reworked’ by the translator 

 •  The translator may decide to completely rework the document. 
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Technical Alignment issues 

– Runaway misalignment 

– Identifying anchor points 

– Probablilistic alignment: 

• Segment length 

• Matched terms 

• Synonyms 

• Function words 

• Punctuation: normalization 

• Numeric values: normalization and resolution of ‘word’ numeric
    

– Deep learning 

– Clustering 

 

 



Alignment process! 

 



matchFactor = ((srcPercMatched * 4.5) + (100 - diffFactor) + 
(100 - (100 * lengthFactor)) / tgtGap); 

Alignment Scoring 



OOV Word  Resolution 
 

30% average reduction 

BabelNet + SMT 



Question and Answer session 

Better Translation Technology 



Contact Details 

 

XTM International 

www.xtm-intl.com 

 

Register for future Webinar sessions  

www.xtm-intl.com/demos 

 

 

Contact 

azydron@xtm-intl.com  

+44 (0) 1753 480 479 
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